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Abstract. Language translation continues to be one of the most com-
mon AI-moderated tasks performed in this multicultural world, espe-
cially with the rising popularity of large language models such as GPT-4. 
In this paper, we revisit a human-centered approach to language trans-
lation: post-editing. We compare language translations between English 
and Mandarin – two of the most-spoken languages globally – as per-
formed by the Neural Machine Translator (NMT) employed by Google 
Translate to one of the state-of-the-art post-editing services in Trans-
late.com. Through a mixed-methods approach combining qualitative 
analysis of results by 13 bilingual interviewees and quantitative analysis 
performed by 5 large-language models, we make a case for post-editing 
and the human element in language translation continuing to stay rele-
vant in this ML-driven age. Though we recognize the cost differential is 
a significant pain point for users, we demonstrate post-editing produc-
ing translations of higher quality over NMT results in almost all cases, 
especially in conversations containing colloquialisms. 
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1 Introduction 

In this increasingly multicultural age, language translation has become one of 
the most-performed tasks each day, with Google Translate recording over a bil-
lion users translating 500 million words each day as of April 2021 [ 25]. Though 
Google Translate remains the most popular online translation service, the recent 
uprising of large language models (LLMs) such as GPT-4 through infectiously-
popular tools such as ChatGPT, its position as the state-of-the-art machine 
translation (MT) service is under threat. As Google battles for supremacy over 
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the AI-moderated language translation market with Bing Translate, OpenAI 
(the parent company behind GPT-4) and others, there seems to be a steady and 
concerning reduction of the human element in language translation, which we 
believe is crucial to the success of translations. This concern is also important 
for the Human-Computer Interaction (HCI) community, as it highlights the need 
to balance AI and human involvement in the human-centered AI field. We sug-
gest AI should enhance efficiency in human work rather than replace human’s 
judgment. 

In this paper, we contribute towards the growing movement towards human-
centeredness in language translation by revisiting a long-existing but under the 
radar translation procedure: post-editing (PE). PE straddles the space between 
purely manual and purely machine-driven translation, which operates through 
human translators conducting machine translations and manually correcting any 
observed errors [ 1]. We compare results from English ↔ Mandarin translations 
between Google Translate’s NMT and PE performed by one of the leaders in the 
field, Translate.com 1, across 4 hand-crafted scenarios that we believe are com-
mon across cultures through a mixed-methods study combining 13 qualitative 
interviews with fluent bilinguals and computational evaluation with 5 LLMs. We 
make the following novel contributions: 

(1) We adopt as the text of our translation tasks a set of four conversations, 
which are scenarios we believe are experienced across different cultures and con-
texts without much change in overall tones. This approach is different than other 
studies, who use for their task excerpts from newspaper articles [ 15], Wikipedia 
posts [ 11], or online text corpora [ 20], which might be good for research purposes 
but do not reflect the daily needs of users whose conversations are far more 
informal than heavily-edited newspaper articles or informative Wikipedia pages. 
Our approach focuses on conversational sentences and colloquialisms resembling 
everyday speech which users of translation services are likely to query, and is 
vindicated through the success of our scenarios towards our goals of comparing 
translation qualities. Our findings have implications on the future of research 
into language translation, as we demonstrate the efficacy of choosing source 
texts that closely correspond to regular use cases. 

(2) We do not simply conduct an evaluation into the quality of translations 
across NMT and PE services, but rather adopt a human-centered approach to 
make a holistic consideration over which service is a user more likely to use. 
Through our investigation, we find that while PE might produce superior-quality 
translations to the ones produced by NMTs, the cost differentials between the 
two (especially since Google Translate is free of charge) form a significant pain 
point for users and drives them away from PE services. Rather, we find that users 
obtain translations from Google Translate, interpret them and manually correct 
any inaccuracies, thus performing the task of PE themselves. This finding has 
significant implications in shaping the future of PE research, which hitherto con-
siders it as a translation service to be provided to users [ 17], rather than a daily, 
common, active undertaking by end-users themselves. We contribute towards

1 https://www.translate.com/. 
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Robertson’s [ 27] design of human-centered machine translation by exploring how 
to help people make use of imperfect translation, by highlighting the amount of 
work users are currently putting in to deal with such imperfections. 

(3) We conduct this study in translations across English and Mandarin, two 
of the highest-resource languages in the world. It’s significant to invest these two 
languages to repair the communication gaps in business and cultural exchanges. 
Though we expected translation qualities in both directions across both NMT 
and PE to be high, this was not the case. Translation qualities were average 
to low across both languages in both NMTs and PE, which is concerning given 
how widely-spoken these languages are. This finding also bodes ill for lower-
resource languages, and in light of demonstrably poor performance of NMTs 
and Large Language Models (LLMs) alike in translations into and from low-
resource languages (e.g., Fitria, 2021 [ 9]; Ghosh and Caliskan, 2023 [ 10]; Prates 
et al., 2020 [ 26]), has alarming implications for the field of machine translation 
(MT). 

2 Background 

The history of MT has seen the adaptation of three broad approaches: Rule-
based, Statistical machine translation (SMT), and NMT. Rule-based MT is 
an approach based on hard-coded linguistic rules [ 14]. Originating prior to the 
advent of machine learning techniques, rule-based translation operated through 
a collection of rules, a lexicon, and software programs to process the rules [ 14]. 
However, such approaches were largely naive and needed to be improved upon 
by SMTs, which treated language translation as a mathematical problem. SMTs 
adopt a data-driven approach that uses parallel aligned text corpora, assigning 
every word/sentence in the source language to probabilities of being correctly 
translated in the target language where translation accuracy is a function of the 
probabilities of source-target pairs matching [ 14]. SMTs demonstrated a marked 
improvement to rule-based approaches and were the state-of-the-art in the field 
for a long time. 

Over the past two decades, the success and popularity of SMT systems were 
matched and eventually surpassed by NMTs due to distributed representation 
and end-to-end learning [ 18, 36]. Pioneered by Sutskever [ 29] and forming the 
architecture within Google Translate, NMTs employ an encoder network to map 
source sentences into a real-valued vector, from which a decoder network pro-
duces the translation. Its strength comes from the neural network architecture, 
which learns from large amounts of data and effectively adapts to new contexts. 

In recent months (2022–23), the rise in popularity of LLMs such as GPT-3 
and GPT-4 within the massively popular ChatGPT has caused massive stirs in 
all AI-mediated markets, and MT was no exception. With ChatGPT growing as 
a language translation tool [ 10, 16], it remains to be seen whether NMTs retain 
market supremacy. 

However, despite their current standing as the state-of-the-art in language 
translation, NMTs are by no means perfect in their operation. NMTs can and
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do still produce a variety of errors during translation, from grammatical errors 
to syntactic errors, to unnecessary additions or omissions, to errors in lexical 
or terminological choice, and errors in collocation or style [ 24]. For example, 
a sentence for which the correct English translation would be “The house had 
no running water” could instead be erroneously translated to “The house had 
no flowing water”, due to a collocation error [ 24]. Such errors might not also 
be consistent across large sections of text, as NMT-mediated translations for 
one sentence it might produce a contextually accurate translation, but the next 
sentence might contain errors in meaning, omissions, additions, or a stylistic 
problem. 

The task of identifying and fixing these errors is called post-editing [ 24]. In 
the PE workflow, the source document is first translated with MT, and a human 
translator edits the MT to produce the final translation [ 30]. PE serves as a best-
of-both-worlds solution between fully manual and machine-produced translation, 
and can be more efficient and accurate than either [ 11, 28]. 

As can be imagined, the primary hurdle to cross in the context of PE is the 
human post-editor, since the quality of translation is heavily dependent on them. 
It is worth noting that simply being a skilled or professional translator does not 
make someone a good post-editor, since two significant components of PE work 
are to produce translations at a fast pace and not produce large changes within 
MT results [ 24]. Researchers have also tried to ‘automate’ the PE process, or the 
automatic incorporation of PE into training data of MT algorithms to generate 
higher-quality translations [ 6, 19]. 

Therefore, research into PE has generally been into improving the quality of 
MT, rather than providing a viable alternative to users seeking translations. In 
this paper, we make a case for PE being a human-centered alternative to MT. 

3 Methods 
3.1 Scenario Formation and Translations 

To study our stated goals of comparing English ↔ Mandarin translations 
between NMTs and PE services, we decided to adopt the services of Google 
Translate and Translate.com as the respective representatives of the two. Google 
Translate is built upon the Google Neural Machine Translation system (GNMT), 
which utilizes state-of-the-art training techniques to achieve the largest improve-
ments to date  for MT quality [  22]. Translate.com is one of the highest rated 2
publicly-available PE services, offering PE and other professional translation 
services since 2011. 

We then designed four scenarios which we believe transcend different coun-
tries and cultures, 2 each in English and Mandarin. 
Scenario 1 (English): Two friends run into each other on the street, after 
having not interacted much over the past month. They greet each other, share 
a joke, and discuss how they have both been busy with school and internships. 
The conversation is brief since they are going their separate ways.
2 https://www.translate.com/reviews. 

https://www.translate.com/reviews
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Scenario 2 (English): Three friends are walking down the street as they try 
to decide upon a restaurant for lunch. They consider an option that they spot 
on their way, and though they agree upon it, they balk at the sight of a long 
queue and wait time. One of them suggests another option across the street and 
vouches for its quality, but the group instead agrees on a restaurant right next 
door because they are tired of walking. 
Scenario 3 (Mandarin): A son answers his phone, and his parents are on the 
other side. His parents ask why he hadn’t called in a while and upon hearing 
how busy he is with work, further inquire if he has been eating and resting well. 
Their son assures them he is fine and taking care of himself, but needed to hang 
up because he had to go. 
Scenario 4 (Mandarin): Two friends meet at one of their apartments, and set 
about playing video games. The host picks a game to play that the visitor is new 
to, they are excited to play together as they are both good at video games. The 
host starts the game and shows their friend some of the features, missions list, 
and in-game inventory. 

The text of the above scenarios is constructed to mirror as closely as possi-
ble to real conversations that all the authors have personally experienced, with 
casual tone and containing colloquialisms. The detailed text of the scenarios, 
both in English and Mandarin. 

We then prepared the NMT and PE translations of the four scenarios. For 
NMT translations, we fed the scenarios into Google Translate, supplying the 
translator with the entire scenario so as to provide the system with as much 
context as possible. To mirror the translations that potential users would receive 
if they performed the same task, we do not edit the NMT versions of the trans-
lations at all. 

For the PE translations, we contacted Translate.com and set up an account, 
following which we supplied it with the scenarios. Translate.com priced the initial 
translations at $0.07 per word, though any edits were free of charge. Though we 
did not intend to comment on the quality of the PE translations, we were forced 
to do so on account of the first round of PE results being exactly the same as 
MT. We requested a second round of translations, and found those free of typos, 
though we do not otherwise comment on the quality. The PE process through 
Translate.com cost $67.84. 

3.2 Recruitment, Participants and Interviews 

Having designed the scenarios, we set about recruiting users of translation ser-
vices to conduct our study. We recruited users through our social and personal 
networks, screening in individuals fluent in both English and Mandarin who 
self-identified as regularly conducting translations, either manually or through 
online services such as Google Translate, Bing Translate, ChatGPT or others. 
Through our efforts, we recruited 13 interviewees, hereafter referred to as P1-13. 
Interviews were conducted either in person or via Zoom, based on interviewee 
preferences.
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In our interviews, we asked participants about what languages they spoke 
and how fluent they were in such languages, with a specific focus on their flu-
ency in Mandarin and English. We also asked how they performed translations 
(manually or through services) and how often they did so. We specifically asked 
them for instances and situations where they needed to perform translations 
and which services, if any, they did so. We asked about their overall satisfaction 
with translation qualities, if and how often they encountered errors in produced 
translations, and how they dealt with such errors. Finally, we specifically asked 
them about their usage and experience with the two services we use here: Google 
Translate and Translate.com. 

The second stage proceeded with us posing them the four scenarios (in 
random order) and associated translations, and asking for them to comment 
on translation quality and comparisons across the two. Participants were not 
informed which of the provided translations were from which service. Partici-
pants were also asked to identify what, if any, they perceived to be the deter-
ministic difference. 

Finally, the interview concluded with the information to participants about 
the cost of PE on Translate.com, something which was new information to all our 
participants. We asked them a question about their decision on which service, out 
of Translate.com, Google Translate or others, they would choose in the future. 
The study was approved by the authors’ home institution’s Institutional Review 
Board. 

3.3 Analysis 

We began our analysis of interview results with a grounded theory approach [ 5]. 
Researchers individually coded interviews on the online coding tool Taguette 3, 
and clustered observed codes into themes. We also tabulated interviewee prefer-
ences (PE vs. NMT) for each scenario. 

We supplement our qualitative analysis with evaluation of translations 
through five LLMs. These LLMs were chosen on the criteria of being open source, 
trained on large corpora of multilingual data, and effective at predicting and 
determining the quality of segments of text in conversations. The chosen mod-
els are: BERTScore [ 35], BERT [ 8], GPT-Neo [ 4], XLNet [ 33], and Yoso [ 34]. 
The quality of translated content was evaluated by determining how ‘natural’ 
the output sounded i.e. how likely is it that the translated output/conversation 
resembled human language. Since the source text was entirely natural language, 
the ideal translations should also correspond closely to natural language. 

The results from each model were interpreted based on metrics unique to 
them. For BERTScore, we observe the F1 score, where a higher score implies 
that the text bears high resemblance to natural language [ 35]. For the other 
four models, we measure Perplexity (PPL), one of the most common metrics for 
evaluating the quality of texts. PPL is a well-established information-theoretic 
measure [ 21], which is adapted to estimate the average uncertainty of predicting

3 https://www.taguette.org/. 
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the next word in a sequence given the previous words where lower perplexity 
implies that the text is closer to natural (human) language [ 31]. Notably, we 
do not use BiLingual Evaluation Understudy (BLEU), the commonly preferred 
metric for evaluating MT, because BLEU fails to account for meaning-preserving 
lexical and compositional diversity [ 35]. 

4 Findings 
4.1 Comparing NMT and PE Results 

Our analysis compares translation results across NMT and PE for each scenario, 
through a combination of computational and qualitative evaluation. 

Scenario 1. Scores from BERT (PPLNMT = 1.89 > 1.83 = PPLPE), GPT-
Neo (PPLNMT = 3.48 > 3.32 = PPLPE), and XLNet (PPLNMT = 1.64 > 
1.56 = PPLPE) demonstrated the superior quality of the PE translation, while 
BERTScore (F 1NMT = 0.71 = 0.71 = F 1PE) and  Yoso  (PPLNMT = 1.12 = 
1.12 = PPLPE) had no preference. These results indicate that the PE trans-
lation in Scenario 1 is superior to the NMT version, which our 13 participants 
unanimously agreed upon. 

The NMT version seems to be going very word-by-word. It translates ‘not 
much, bro’ into ‘兄弟不多’, which actually translates to ‘there’s a few broth-
ers’ in Mandarin, and it translates ‘see you, bro’ into ‘兄弟见’, which are all 
weird sentences. - P2  
Just take the second sentence as an example. In the original one, it is ‘not 
much bro. How’s it going?’ And in the [NMT] translation, it is translating 
directly to ‘兄弟不多’. But in [PE] translation, it translates pretty well to ‘没 
什么特别的’, which is the very precise translation of “not much bro”. So, in 
this context, I think it [PE] is very good. - P3  

We thus observe that our participants indicate a strong preference towards 
the PE translation over the NMT one, especially given the former being able to 
infer and accurately translate colloquialisms present within the conversation. 

Scenario 2. Evaluation from the 5 LLMs indicate that BERTScore (F 1NMT = 
0.74 > 0.73 = F 1PE), BERT (PPLNMT = 1.99 < 2.01 = PPLPE), and XLNet 
(PPLNMT = 1.63 < 1.73 = PPLPE) prefer the NMT translation over the PE, 
whereas GPT-Neo (PPLNMT = 2.95 > 2.77 = PPLPE) and  Yoso  (PPLNMT = 
1.14 > 1.13 = PPLPE) disagree. These results do not indicate a clear winner 
and neither do interviews, because 5 each of our participants prefer one over the 
other and 3 indicated no preference. 

In the [PE] one, ‘there’s too many people waiting ahead of us’ is translated 
to ‘if there are too many people waiting for us in the front’, which is kind 
of weird. But also, ‘we can try another one’ should be translated to ‘我们可 
以试试另—家’, where ‘另—家’ is a very native-speaker way to say ‘another 
restaurant’. For the [NMT] version, ‘另—个’ is not that native. - P4
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Neither translation is quite in context. In the [NMT] one, ‘我想是这样的’ 
doesn’t make sense, because it does not understand that ‘this way’ means 
where to go. For the [PE] one, “如果前面有太多的人在等我们’ doesn’t also 
make sense since they’re not waiting for B. - P12  

Our participants found errors in both NMT and PE translations for Scenario 
2, and were generally dissatisfied across the board. 

Scenario 3. In this case, the models BERTScore (F 1NMT = 0.69 < 
0.70 = F 1PE), BERT (PPLNMT = 1.53 > 1.14 = PPLPE), and GPT-Neo 
(PPLNMT = 7.24 > 6.34 = PPLPE) all indicate a preference for PE, while 
XLNet (PPLNMT = 1.48 = 1.48 = PPLPE) and  Yoso  (PPLNMT = 1.14 = 
1.14 = PPLPE) have no preference. While this might indicate a strong prefer-
ence for PE here, results from qualitative interviews are far less conclusive, with 
7 participants preferring the PE version while 6 appreciated the NMT version 
more. 

The [PE] sentences don’t sound polite, when it says ‘you guys take care of 
yourselves’, which is not how I speak to my parents. The [NMT] version said 
that ‘you also take care of your health’, which sounds more fair. - P1  
The [PE] translation is not like a real conversation between a mother and son, 
because of ‘it’s okay, just so-so’. - P5  
Both translations are really good and I can understand every sentence, but 
the [PE] one is more like real human conversation. - P7  
The [PE] translation says ‘stressed about your studies’, which is a better fit 
for ‘紧张’ than ‘nervous’ as the [NMT] one says. - P11  

Thus, we do not observe a clear pattern of preferences for NMT or PE trans-
lations in this scenario. 

Scenario 4. We observe that 4 LLMs (BERTScore: F 1NMT = 0.72 < 0.73 = 
F 1PE , BERT:  PPLNMT = 1.22 > 1.19 = PPLPE , GPT-Neo: PPLNMT = 
7.03 > 5.45 = PPLPE , XLNet:  PPLNMT = 1.59 > 1.50 = PPLPE , and  13  
participants unanimously prefer the PE version of the translation, with Yoso 
(PPLNMT = 1.14 = 1.14 = PPLPE) having no preference. 

The [PE] one says ‘let’s see how skilled you are’, whereas [NMT] says ‘look 
at your show operation’. There is a clear winner. - P8  
[PE] uses ‘pro’ which is better because ‘pro’ has a specific meaning in gaming, 
and is more like the usual language people would use and is less formal than 
[NMT]. - P10  

Our participants have a strong preference for the PE version of the translation 
because of the preservation in the translations of the colloquialisms and informal 
tone present in the original conversation. 

Thus, we demonstrate how translations produced by PE outperform their 
NMT counterparts across 4 scenarios. Full results are summarized in Table 1.
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Table 1. Summary of findings comparing translation qualities across NMT and PE 
translations, through LLMs and qualitative interviews 

Scenario LLM Finding Interview Finding 
1 PE PE 
2 No Preference No Preference 
3 PE No Preference 
4 PE PE 

4.2 Price of PE as a Significant Pain Point 

Beyond comparisons of translations, a significant pain point that emerged 
through our interviews was the price of PE, once we revealed that it cost us 
almost $70 to generate the PE texts for this study. 

$70 for translating a few paragraphs is just too much. That’s just a waste of 
money - P1.  
$66? That’s too much, the price is super high. Sure, there’s labor so it will be 
more expensive, but it is too high. - P4.  
$60 for the translations I just saw? I think this is too expensive. - P6.  

Participants were genuinely shocked to find out how much it cost to generate 
the PE translations. They unanimously felt that it was unreasonably expensive 
for day-to-day usage and, barring scenarios of high importance, they would be 
loathe to pay such prices, as perhaps best summarized by P7. 

I think if I’m just using translations in my daily life, like any of these sce-
narios, I don’t think you need to pay so much to translate them. Now, if I’m 
writing something scientific, like a grant or proposal, I might consider using 
post-editing - P7.  

In particular, participants (such as P3, P4, P6, and P11) took issue with 
the fact that despite the high price point of PE translations, there were still 
errors within generated results. The consensus was that since it represented a 
pricier alternative to free services such as Google Translate, PE results should 
be completely error-free. As P10 put it best, 

You have those silly mistakes, which should not happen with a human transla-
tor. The machine translation can have those, and the human should fix them 
but if they are not, it shouldn’t cost that much. - P10  

Participants thus expressed that while their experiences with NMT or other 
MTs (through services such as DeepL Translator, Baidu, Youdao, or ChatGPT) 
have been poor-to-average, they found it acceptable because such services were 
free of cost.
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I mean that’s a waste of money. I just think that the translation for the human 
is just worth like $1. If we consider the cost, of course Google is much better.
- P8  
That’s kind of expensive and I feel like the translation provided by Google 
presents ideas pretty well. Yeah, there are some wordings that are kind of iffy, 
but you can get the idea, you’re just missing some small parts. - P9  
If I have the choice of paying $70.00 to get the human one or the free machine 
translation, I wouldn’t pay $70.00. Since I can understand [MT] already, 
there’s no justification. - P12  

4.3 Participants Doing Their Own Post-Editing 

In exploring our participants’ decision to accept sub-par results from MT and 
NMTs due to it being free, we also uncovered the pattern that they regularly 
found themselves using generated MTs to gain a baseline understanding and 
editing provided results as they deemed fit. 

Considering the quality, I would always choose PE, but the cost is too much. 
At that cost, I can be a post editor. - P7  
Using Google Translate, even though there are some inaccuracies, it does not 
affect my understanding of the whole meaning, and I can correct those myself.
- P10  
When I’m studying, I will always choose machine translation because I can 
get it quickly and correct any mistakes I see myself. - P13  

Our participants thus acted as their own post editors, as they performed a 
round of translation on services such as Google Translate and then applied their 
own understanding of the source and target languages to identify and resolve 
errors. This was yet another reason why participants were loathe to pay high 
prices for PE services. 

5 Discussion 

5.1 Post-Editing as the Future of Machine Translation 

In this study, we observe a marked difference between NMT and PE translations 
across 4 different scenarios (particularly salient for Scenarios 1 and 4), both from 
computational and qualitative evidence, as we demonstrate how PE outperforms 
NMT translations. Despite significant advances in MT research over the past 
decade, including the development of NMTs into a dominant market force and 
novel language models such as GPT-3/4 trying to compete but still containing 
the same errors as Google Translate [ 10, 16], our findings demonstrate that the 
human element in translation remains irreplaceable. 

Having said that, this study also demonstrates that PE is far from perfect, 
and we call for a higher investment of resources and research into making PE
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the best version of itself. Though current research into PE focuses on reducing 
the amount of time or generally how to support the post-editors themselves 
[ 11, 12, 30], we believe that there are user-side improvements to also consider. For 
instance, when P1 mentioned how the PE translation of Scenario 3 didn’t sound 
polite enough according to their understanding of parent-son conversations, they 
would not have had any avenue to explain this reason for being dissatisfied 
with the translation quality to Translate.com. Translate.com does allow users to 
comment on the quality of translations, but does not allow for much commentary 
on why. We believe that the first and most important improvement to PE services 
should be for a more flexible and dynamic way to provide feedback to post-editors 
about translation quality. 

Furthermore, current PE services such as Translate.com are not live, and 
have wait-times that can range from anywhere between a few hours to a few 
days. If PE is to be the future of MT, then there needs to be the development 
of a live and on-demand PE service. We recognize this would require significant 
investment towards the infrastructure and hiring competent post-editors on fair 
wages, and hope that it becomes a reality someday. 

5.2 Poor Performance of NMTs 

Our finding that NMTs are less preferred over PE and the generally high number 
of inaccuracies and outright errors in NMT results gives us cause for concern, 
especially given the studied languages (English and Mandarin) being two of the 
highest-resource languages i.e. languages for which there exist large amounts of 
data publicly available for training language models [ 7]. English ↔ Mandarin 
is one of the most common use-cases for language translation, especially by 
researchers of MT (e.g. Beh and Canty, 2015 [ 3]; Ho et al., 2019 [ 13]; Mathias 
and Byrne, 2006 [ 23]). To see such a poor performance, both by qualitative and 
quantitative evaluations, represents the need for designers at Google to take a 
long, hard look at themselves.  

If the performance of the state-of-the-art translation technology in two of the 
highest-resource languages is poor to average across the board, this also bodes ill 
for lower-resource languages. Especially in the aforementioned context of people 
being their own post-editors, if translations across two high-resource languages 
are producing errors and inaccuracies necessitating human/end-user correction, 
then it might not be too much of a stretch to imagine that the number and degree 
of such errors might increase as languages in question become lower resource. 
Evidence in languages such as Bahasa [ 2], Bengali [ 10], Malay [ 26], Tagalog 
[ 9] and others reveals a significant gap in the performance of Google Translate 
and user expectations. In recognition of the labor of PE and the possibility of it 
increasing with a language’s decrease down the resource tree, we call for stronger 
work in improving the quality of language translation services such as Google 
Translate.
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5.3 Conversational, Commonplace Scenarios As Translation Use 
Cases 

The primary metrics along which our participants differentiated the quality of 
NMT and PE based translations were the presence of colloquialisms, and the 
formal/informal tones that were necessary in different contexts, given the con-
versations. In particular, participants preferred PE translations over NMTs for 
the specific reasons that PE accurately carried over the colloquialisms and ade-
quately preserved the tone of the text. 

Since we specifically designed scenarios to contain such colloquialisms and 
variations in tone as they are part of daily conversations, participant engage-
ment with them was heartening. For Scenario 3 and the conversation between 
parents and their son, we presented it as a different context to all of the oth-
ers, in which the conversations were always between friends. In evaluating the 
translations, participants pointed out how the PE version of the conversation 
saw the son being impolite in his responses, with P1 even going so far as to say 
that they would not talk to their own parents in the way that the PE trans-
lation suggested. That participants related so closely to the provided scenarios 
and placed themselves in the shoes of the speakers in the conversations reflects 
their strong engagement with the content. 

That participants comment on the tone of the translation also raises a point 
on the subjective nature of translations, where ‘correctness’ cannot be measured 
only through computational models and even tallying preferences across partic-
ipants should be done carefully. In our study, we collected participants who are 
all born in China and are evaluating the quality of English ↔ Mandarin trans-
lations, which establishes a shared baseline across them. These results would 
be different were we to include participants from other countries or cultures, 
cultures where referring to one’s parents in less formal language might be more 
acceptable. 

We believe that our choice of regular conversations across relatable scenarios 
as material for conducting and evaluating translation procedures is noteworthy. 
While source material such as novels [ 30], Wikipedia articles [ 11, 32], newspaper 
articles [ 15], or text corpora available online [ 20] might be relevant to users as 
material they might translate, material that more closely reflects daily conversa-
tions might resemble stronger use cases and adopt more subjective understand-
ings of translation quality. From personal experience as international students, 
some of the authors themselves regularly use translation services to navigate 
conversations with professors and peers alike, conversations that contain turns-
of-phrase and subtle colloquialisms that they often miss as they are lost in trans-
lation. Were MT services more attuned to infer and convey such colloquialisms, 
they would better serve their users. We hope that future researchers in the field 
would consider materials from daily conversations that are relatable across dif-
ferent cultures as texts of study, and strongly believe this would lead to the 
development of better MT services.
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5.4 Implications for Human-Centered Machine Translation 
Finally, our finding that end-users of MT services are regularly functioning as 
their own post-editors, which we imagine will be relatable to our readers who use 
MT, have implications on future directions of human-centered machine transla-
tion. We make progress towards an answer to one of Robertson’s [ 27] questions 
towards the design of human-centered machine translation, which asks ‘how can 
we design systems that help people make use of imperfect translation?’ Our 
finding shows that users of MT services already have their own approaches to 
dealing with imperfect translations, and recommend that future designers of MT 
services consider incorporating stronger feedback mechanisms for participants to 
describe why provided translations are imperfect and how they can be improved. 
While services such as Google Translate technically do currently have such feed-
back options, our personal experience suggests that it is not very findable and is 
limited in the ways in which it accepts feedback. (As an exercise to our users, can 
you locate the Feedback button for Google Translate, and how satisfied are you 
with the feedback it allows you to provide?) Pursuant to Ghosh’s [ 10] sugges-
tions on human-centered (re)design of machine translation, we believe that this 
would also open up an avenue for increased user participation in the design of 
MT services such as with model training and interpretation, rather than simply 
consuming and rating translations. 

6 Conclusion 

In this paper, we compare the translation quality across the statedly state-of-
the-art machine translations provided by Google Translate’s Neural Machine 
Translations and post-editing between English ↔ Mandarin translations of 4 
handcrafted conversations from daily-life scenarios that transcend linguistic and 
cultural boundaries, through a combination of computational evaluation through 
5 language models and analysis of qualitative interviews from 13 participants flu-
ent in both languages. We demonstrate the superiority of PE over NMT almost 
entirely, although the high cost of PE would inhibit our participants from aban-
doning their currently used free MT services. We provide recommendations on 
improving PE as the future of MT, and towards a more human-centered app-
roach towards automated language translation. 

7 Limitations 

Given our goals around comparing the quality of PE and NMT translations, one 
limitation of our work is that although we did not intend to, we were forced 
to comment on the low quality of the first round of PE translations through 
Translate.com on account of there being a lot of typos. Therefore, we forced a 
level of quality control upon the PE results, which might have influenced our 
results on quality comparisons. However, we do not believe that this limitation 
undermines our findings, because were users of PE services to receive the same 
typo-laden translations that we received, we believe that they too would request 
a second round of translations.
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