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Who am I?
• Cheng Guo (c5guo@ucsd.edu)

• 1st year MS - dedicated to pursue PhD

• Interested in Causality & NLP

• Class Project on Backdoor attacks

• Previous Research

• My Goal: 

• Benchmark -> Test on LLMs -> Fine-Tuning for better performance -> (?) 

Build a Causality-aware model Architecture or Encoding methods

3 https://chengguo2000.github.io/ 
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Literature Review on Current Benchmarks

• Ladder of Causation (Pearl & Mackenzie, 2018)

• Correlation, Intervention, Counterfactuals

• TimeTravel (Qin et al., 2019)

• Tuebingen Cause-Effect Pairs (Mooij et al., 2015)

• IntuitivePhysics (Zečević et al., 2023)

• BIG-bench (Srivastava et al., 2023)

• e-CARE (Gao et al., 2023)
• LogiQA (Liu et al., 2020)

• LOGIC (Jin et al., 2022)

4



Existed Benchmark - Corr2Cause (Jin et al., 2023)

5 https://arxiv.org/abs/2306.05836 
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Existed Benchmark - CLadder (Jin et al., 2024, proposed CausalCoT)

6 https://arxiv.org/abs/2312.04350 
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Existed Benchmark - CEBaB (Abraham et al., 2022)

7 https://arxiv.org/abs/2205.14140 
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My Idea Proposal - Issues to Address

• No Causal Parroting

• No Exploiting Language Cues

• Focusing on Interventions & Counterfactuals

• Scaling to Multiple Factors

• Open-Endedness

• Retrieving World Knowledge?

8 Commonsense Reasoning vs. Probabilistic Planning



My Idea Proposal - Proposed Contents of the Benchmark

• Fictional Scenario

• Hidden Confounder, Collider, or Mediator

• Open-ended Questions 

• Regarding Interventions & Counterfactuals

• Structural Understanding
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My Idea Proposal - Evaluation

• Alignment

• Quality

• Robustness

• Fairness

• Efficiency

10 https://arxiv.org/abs/2311.04287 

Dr. Reid Pryzant (Stanford, Google): 

• It would be great if there were a real dataset of paired 
observational data + RCT for the same problem using 
text as the independent variable so that researchers 
can better study the causal effect of text e.g. 
adding/removing words. 

https://arxiv.org/abs/2311.04287


My Idea Proposal - After Developing the Benchmark

• CausalCoT (Jin et al., 2024) in Prompting

• Other Prompt Engineering Techniques

• Active Learning

• Teacher Forcing

• Masked Autoencoder

• Mixture of Experts
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Thank you for listening!
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