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1 A Brief Introduction of Myself and My Idea

My name is Cheng Guo and I am a first-year Master’s student studying Computer Science at the
University of California, San Diego. I am dedicated to Causality and LLM research and have a strong
desire to pursue a PhD degree. I am interested in causal reasoning because it is an essential skill
for us. Recently in a deep learning class, my final project was about detecting backdoor attacks,
whereby inserting certain words in text data, the classification model trained on those data will always
output certain labels when it recognizes an inserted word, which I think is a consequence of LLMs
is still short on causal reasoning. Previously, I have done some research towards a human-centered
perspective of NLP. In one of the research I did before, I focused on the non-textual characteristics (like
capitalization, the usage of exclamation marks, and keyboard smashing) for sentiment analysis, which
can be found here (in the "Publications" tab): https://chengguo2000.github.io/. Outside of
academia, I enjoy theatre arts, and in some dramas, the playwrights use causal inference to make the
plotline more surprising, where an example could be black comedy movies.

Based on what I have found, I think that LLM research would be more comprehensive if focused
more on causal reasoning. I want to know what is a way of fine-tuning the existing LLMs (or building
new ones) that could improve its understanding of causality. My end goal would be something like
a Causality-Aware Model Architecture of LLM that uses Causality-Aware Encoding Methods (or
incorporates causality into an existing LLM architecture) and can understand causal relationships in
natural language. But before that, I need to define what a good understanding of causality for LLM
is, so I need to have some datasets, some tasks, and some metrics and test them on the existing LLMs
to see where should I improve and see if it is necessary to build a new architecture or start with an
existing one. That is a research direction I would like to pursue and here are what I discovered from
the literature review and my proposed ideas for building a new benchmark.

2 Literature Review

Below I am presenting some of my findings when I am reading papers about causal inference in NLP
and LLMs. Since I am proposing an idea to build a new benchmark, I focused on already existing
benchmarks. Causal Inference deserves research attention since it enhances reasoning skills in LLMs.
Its relationship with NLP can be seen in two directions. We can use NLP methods to estimate the
causal effects of text, and we can also make LLMs predict better with causality [4]. This emerging
field is referred to as CausalNLP and various research has been done for incorporating causality in
LLMs. The guiding theory in Causality is the ladder of causation proposed by [[13], and [[18] has
proposed a three-level hierarchy that can be seen as the ladder of causality for LLMs.

* The first Rung identifies correlations from data, while the first level identifies causality from
domain knowledge. Both can be seen as retrieving relationships from given information.
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» The second Rung is about interventions, and the second level is about discovering new
knowledge. Both can be seen as reasoning on given scenarios.

* The third Rung is about counterfactuals, and the third level is about estimating the conse-
quences of actions. Both can be seen as reasoning about imaginary scenarios.

The first stage has been studied and there are well-defined benchmarks. However, the second and
third stages in both theories have not been studied thoroughly and are short in benchmarks. I think
developing a benchmark for the second and third stages is critical because it makes causality research
different from other statistical approaches. For the rest of this review, I shall go over some existing
datasets and benchmarks.

To begin with, some datasets and benchmarks provided either binary options or labels regarding
causality. The BIG-bench dataset is a collective work regarding various reasoning capabilities for
LLMs, and the data for the "empirical judgment" task and "cause and effect" task belongs to this
category [3]]. The "empirical judgment" task data contains 99 sentences and each has three options:
causal, correlative, or neutral. One of these three options will be labeled "1" and the other two will
be "0". For the "cause and effect" task, the "two sentence" subtask is designed for causal reasoning,
where two events are listed for each example and the answer is one of the two that is the cause of
the other. The first subtask from the e-CARE dataset [S]] also falls into this category, where given
a premise and two hypotheses, the binary label represents which hypothesis is the correct effect of
the premise. The LogiQA dataset is similar to the e-CARE datasets above [L1]], but this time, there
are four choices for each scenario and each scenario is specified into context and question. The
Tuebingen cause-effect pairs dataset [[12] contains 74 pairs of variables and the model needs to
decide whether the change in one variable causes the change in the other and the result is binary. This
dataset specifically requires the model to retrieve world knowledge to perform causal reasoning. For
world knowledge, The counterfactual reasoning dataset evaluates whether the model needs world
knowledge [9]] with counterfactual and real-world premises.

Some benchmarks dig further into the causal relationships between variables. The Corr2Cause
benchmark [8]] contains the premise and hypothesis. Beyond determining whether the hypothesis is
true or false, the causal relationship between the two variables in the hypothesis also falls into the
following six classes: Is-Parent, Is-Ancestor, Is-Child, Is-Descendent, Has-Collider, Has-Confounder,
and the corresponding class is provided in the dataset. The Logic and LogicClimate datasets [[7]
investigate the logical fallacy in a masked statement (or in an article) and each data point is provided
with one of the 13 logical fallacy types, examples include faulty generalization and ad hominem.
The CLadder dataset [6]] explores the quantitative aspect of causal reasoning where marginal and
conditional probabilities are provided in each prompt for determining causality between two events.
Researchers who built the CLadder dataset also designed CausalCoT, a Causal chain of thought
prompting strategy that significantly improves the performance in LLMs.

Among datasets and benchmarks that contain binary options or labels, it is easy to understand and
interpret performance results. However, it turns causal reasoning into a classification task, where the
model only needs to output a label. Beyond retrieving world knowledge, the model may perform
causal parroting or exploiting language cues, and both of them need to be avoided since they cause
the model to infer results not with causal reasoning.

Some datasets and benchmarks contain open-ended prompts. The second subtask from the e-CARE
dataset is about generating a conceptual explanation for a cause-effect pair [S]]. The Intuitive Physics
dataset [[17] focuses on the real-world cause-and-effect in physics. The TimeTravel dataset [[14] is
about whether a model can modify the story to make it compatible with a counterfactual event. For
these datasets, since it would be hard for the model to output exact results like the one provided, they
used automated metrics like BLEU-4 or ROGUE-L score to evaluate performance.

After reading all the above research papers, I found that most of them concluded that the current LLMs
performed poorly with the specified task, while some of them proposed improvement strategies like
CausalCoT [6]. In my opinion, I think one reason could be that most current LLMs are next-word
predictors, while they are poor at reasoning and comprehension. Hindrance like causal parroting,
exploiting language cues, or retrieving outside knowledge may help with reasoning to some extent,
but they did not embody the inherent causal reasoning skills of LLMs.



3 My Benchmark Idea Proposal

3.1 Issues to Address

After reading the above papers, I believe that a new benchmark should be developed to address the
following issues:

No Causal Parroting: To not let models recite causal relationships from input data, I think
we have to make the causal relationships described in the prompt much different than the
expected causal relationship we want the model to learn and conclude.

No Exploiting Language Cues: We can use logic symbols like arrows in the prompt so
that it will not exploit language cues when learning causal relationships. We may need
to develop new ways of verbalizing a causal relationship expressed with math symbols or
causal graphs in natural language to avoid exploitation.

Focusing on Interventions & Counterfactuals: Previous benchmarks focus a lot on
identifying causation from correlation [8} [16], while we need a benchmark for interventions
and counterfactuals. Instead of asking a model to identify the causal relationship, we can
ask for what experiment should we perform or what data we need to reason causality (an
example can be found below).

Scaling to Multiple factors: We should include scenarios and prompts with various
complexities to assess if a model can understand complex causal relationships. This would
require structural understanding discussed below.

Open-Endedness: It is only through open-ended questions can we evaluate whether a model
truly understands causal relationships, but we need the model to output its understanding in
a certain format so that we can assess its performance.

Regarding Retrieval Outside Knowledge: I think retrieval would make the model not
focus on causal reasoning but just augment its answer based on outside sources. I would
choose not to encourage the model to retrieve outside knowledge when learning about
causality (but I might be wrong about this).

3.2 Proposed Contents of the Benchmark

Based on the above issues to address in the new benchmark, I propose that the new benchmark should
contain the following features:

Fictional Scenario: Retrieval instead of understanding and exploiting language cues are
prominent issues for models failing to reason about causality [[16}[17]]. It would be important
for us to formulate scenarios and prompts in a way so that they cannot be learned through
retrieval or exploiting language cues (masking from [7] is a good idea). Also, the benchmark
could be centered around scenarios where we can have multiple questions for one scenario.

Hidden Confounder, Collider, or Mediator: While the model needs to discover hidden
factors since we want to avoid them to learn through retrieving [8]], we can include some
hidden factors in the prompt while not mentioning its causal relationships.

Open-ended Questions regarding Interventions and Counterfactuals: We need open-
ended questions on interventions and counterfactuals for the model to generate answers
after deep understanding so that it does not become a classification model that relies on
language cues. We might need to add some sample answers into the prompt for the model to
learn how to answer questions like those (but I am wondering whether it will exacerbate the
causal parroting issue).

Structural Understanding: As the complexity of causal reasoning increases, the benchmark
needs to understand the causal relationships between various events in a scenario in a
structural format. The benchmark should include information on causal relationships like
parent and child or ancestor and descendent between events (like a causal graph) as a
reference (maybe not provided in the prompt).

Other than the above contents, I think the overall benchmark should include the following aspects for
evaluation of performance:



* Alignment: Is the causal relationship output from the model correct?

¢ Quality: How comprehensive did the model’s output address causal relationships? Did it
mention all causal relationships in the given scenario?

* Robustness: What would happen to the output if we add invariant perturbations to the given
scenario? Can the model still output the same answer?

» Fairness: Are there any biases or disparities when facing the various demographic informa-
tion in the provided scenario?

* Efficiency: How long does it take for the model to infer causality in a given scenario
concerning complexity?

3.3 After developing the Benchmark

As mentioned above, after developing the benchmark, I would like to research how to make LL.Ms
better perform causal reasoning, which can be achieved either through fine-tuning or through develop-
ing new causality-aware encoding methods and model architecture. Here are some ideas I have come
across when I read other papers in the field of NLP that I think might contribute to further research.

* Causal Chain-of-Thought in Prompting: We would want the LLMs to adapt to causality
with multiple factors and higher complexity [8}[16]. The CausalCoT from [6] is an adaptation
of CoT in a causality context, and I would like to explore how it can be used in formulating
a prompt like a few-shot prompting.

* Prompt Engineering: Beyond Chain-of-Thought, it would also be interesting to look at
other strategies for prompting, including In-Context Learning and One-Shot Prompting,
where we provide a similar causal relationship in the fictional scenario as an example in the
prompt for the model to find another one.

* Active Learning: Since causality deeply relies on human understanding, it would be
important to incorporate some human feedback during training. Active learning would be a
good method to add human annotations regarding causality which is proven to improve the
efficiency of fine-tuning [2]. If human labeling is not efficient for large data, we could also
make LLMs labeling results from each other.

* Teacher Forcing: Let’s say there is a chain of causal relationships in a fictional scenario
(where one caused another, then caused another, and so on...), I am wondering if we can
improve model efficiency for convergence if we feed each event in the causal chain back to
the model. This is only an analogy from the teacher-forcing strategy used in RNN.

* Masked Autoencoder: To make models reasoning about causality, I think we can also
take unsupervised approaches. This idea is also an analogy from the masked autoencoder
method in computer vision. In causality, for example, on a fictional scenario, we can remove
some words that determine a causality relationship and let the model reconstruct the whole
scenario by itself, I am wondering if this could improve the understanding of causality.

* Mixture of Experts: Although I mentioned that the benchmark should focus on causal
reasoning instead of knowledge retrieval, we cannot neglect the fact that most humans
use outside knowledge to perform causal reasoning. To develop a causality-aware model,
it needs to learn how to retrieve knowledge from various areas, and I think a Mixture of
Experts, a prevailing machine-learning technique, can be useful in this situation.

o [LISLILO].
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