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Overview

• Causal Representation Learning (CRL)
• Post-Nonlinear ICA Approaches

• Multiple Distributions
• Interventions & Distribution Shifts

• Temporal Condition
• Relationship between CRL and LLM

• The Definition of Concept 
• Duality with Attention

• Existed Benchmarks on CRL
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Causal Representation Learning

• X = f(Z)

• Output Vector: X

• Latent Causal Variables Vector: Z

• Identifying Z in a DAG form (Disentanglement)

• Help with Model Explainability

• Various Assumptions
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Post-Nonlinear ICA Approaches - Assumption

• PA -> parent
• u -> latent factor

• ε -> noise
• X -> d-dimensional

• Z -> n-dimensional

4 f -> injective



Multiple Distributions

• Non-parametric Setting

• Heterogeneous data

• Non-stationary time series

• No Interventions

• Sparsity Constraint

• any true hidden causal variables can be recovered up to a component-wise 

transformation as long as it has no intimate neighbors
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Interventions & Distribution Shifts

• Hard Interventions -> remove edges in the causal graph

• Soft Interventions -> different causal mechanisms
• Linear Gaussian, Polynomial…

• Latent Additive Noise Model

• Z(i) identifiable when:

• No Constant terms in the function g

• Or Z(i) is a root node

6 g -> invertible



Temporal Condition

• Temporally Disentangled Representation Learning (TDRL)

• Non-parametric setting

• Distribution shifts -> modular representation

• Extended Sequential VAE

• Mean Correlation Coefficient (MCC)
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Relating to LLMs - Definition of Concept

• Concept C - Projector Matrix A
• AZ = b
• b is d-dimensional

• -> C is d-dimensional
• Atomic Concept (Atoms) - 1-dimensional C
• Nonlinear Concepts Identified -> Linear Representations
• Environment Diversity

8 f -> injective + differentiable



Relating to LLMs - Duality with Attention

• Causal Inference with Attention (CInA)

• Causal Inference
• Covariate Balancing

• Self-Attention

• Outperform in OOD Generalization
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Existed Benchmarks in CRL

• CEBaB
• 3DIdent 

• ResNet-18, FCN, LeakyReLU

• Causal3DIdent - Hare, Dragon, Cow, Armadillo, Horse, Head

• CausalWorld, Causal Triplet, CausalCircuit…
• CausalVAE Framework

• Synthetic: Pendulum, Flow
• Real-World: CelebA(Beard), CelebA(Smile)
• Shadow Dataset

10



Thank you for listening
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